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Molecular dynamics simulation of the response of a gas to a spherical piston:
Implications for sonoluminescence
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Sonoluminescence is the phenomena of light emission from a collapsing gas bubble in a liquid. Theoretical
explanations of this extreme energy focusing are controversial and difficult to validate experimentally. We
propose to use molecular dynamics simulations of the collapsing gas bubble to clarify the energy focusing
mechanism, and determine physical parameters that restrict theories of the light emitting mechanism. In this
paper, we model the interior of a collapsing noble gas bubble as a hard sphere gas driven by a spherical piston
boundary moving according to the Rayleigh-Plesset equation. We also include a simplified treatment of ion-
ization effects in the gas at high temperatures. The effects of water vapor are neglected in the model. By using
fast, tree-based algorithms, we can exactly follow the dynamics of 106 particle systems during the collapse.
Our preliminary model shows strong energy focusing within the bubble, including the formation of shocks,
strong ionization, and temperatures in the range of 50 000–500 000 K. Our calculations show that the gas-
liquid boundary interaction has a strong effect on the internal gas dynamics, and that the gas passes through
states where the mean free path is greater than the characteristic distance over which the temperature varies.
We also estimate the duration of the light pulse from our model, which predicts that it scales linearly with the
ambient bubble radius. As the number of particles in a physical sonoluminescing bubble is within the foresee-
able capability of molecular dynamics simulations, we also propose that fine scale sonoluminescence experi-
ments can be viewed as excellent test problems for advancing the art of molecular dynamics.
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I. INTRODUCTION

A. Background

As a gas bubble in a liquid collapses, the potential ene
stored during its prior expansion is released and stron
focused. The extent of focusing can be so great that a b
of light is emitted at the final stage of collapse. This proc
can be driven repeatedly by exciting bubbles with a sou
field, and the resulting transduction of sound into light
known as sonoluminescence~SL! @1–6#.

Sonoluminescence can be observed in dense fields of
sient cavitation bubbles produced by applying intense so
to a liquid, or in a periodic single bubble mode which allow
more detailed experimental observations. In single bub
SL, a single gas bubble in the liquid is created and perio
cally driven to expand and collapse by an applied sou
field. The bubble begins its cycle of evolution as the lo
pressure phase of the sound field arrives, causing it to exp
to a maximal radius. As the applied acoustic pressure
creases, the bubble begins to collapse, first reaching its
bient radius and corresponding ambient pressure and inte
temperature, and then radially collapsing further, with
bubble walls falling inward driven by the rising external flu
pressure. The collapse accelerates rapidly, until gas trap
inside the bubble is compressed and heated to a pressur
ultimately halts and reverses the motion of the bubble wa
Thus the bubble reaches a minimum radius, and then rap
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‘‘bounces’’ back to a much larger size. At some point ne
the minimum radius, the resulting internal ‘‘hot spot’’ ca
release a burst of light. While the basic bubble collapse
namics can be observed for a variety of gas and liquid co
binations, light emission typically requires the bubble to co
tain sufficient amount of a noble gas, and works particula
well in water.

The mechanism of light emission from the gas is not u
derstood, not much is known about related quantities suc
peak temperatures, pressures, or levels of ionization.

B. Limitations of hydrodynamic models

It is known that the mechanical conditions during collap
of a common gas bubble in water are quite extreme: as
bubble reaches submicron diameter, the bubble wall exp
ences accelerations that exceed 1011g and supersonic
changes in velocity that occur on picosecond time scales
order to understand how this affects the state of the inte
gas, the standard approach is to apply continuum fluid m
chanics. Some models assume that pressure and tempe
are uniform inside of the collapsed bubble@7# while other
theories calculate the effects of imploding shock wav
@6,8–10#. Various fluid models have been applied both
nondissipative~Euler equations! and dissipative~Navier-
Stokes equations! levels of description@11–14#.

All these fluid approaches are limited in their predicti
power by the need to represent transport processes an
equation of state. Under such extreme flow conditions, li
is known about these effects and one is forced to extrapo
from known forms. The net result is that the modeling p
©2002 The American Physical Society10-1
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dictions directly reflect these assumptions. This is not sa
factory for the purpose of understanding what actually
curs within the bubble.

An especially fundamental limitation of continuum m
chanical approaches is the assumption of local thermo
namic equilibrium, i.e., it is assumed that the macrosco
fluid variables do not change much over molecular len
and time scales. Although the bubble starts out in suc
state, its subsequent runaway collapse ultimately leads
regime where this clearly does not hold. In this state, fr
which the ultraviolet picosecond flash of light is emitted, o
can question the basic applicability of hydrodynamic mode

C. Molecular dynamics modeling

We propose to remove the assumption of thermodyna
equilibrium, and also eliminate the controversy over the c
rect equation of state, by using molecular dynamics~MD!
simulations of the gas dynamics within the bubble. In t
approach, we directly apply Newton’s laws of motion to t
gas molecules, including as much detail as is desired~or
practical! about the molecular collisions and related atom
physics. With the inclusion of sufficient detail and efficie
programming, it could ultimately allow the simulation of th
light emission process itself.

While the small length and time scales of sonolumin
cence present major obstacles for hydrodynamic model
they actually make it ideal for molecular dynamics: precis
because the final system is so small, it becomes possib
perform a complete MD simulation of the collapse. In fa
sonoluminescence is somewhat unique in this regard. U
ally the systems directly simulated with molecular dynam
are many orders of magnitude smaller—fewer particl
shorter time scales—than the corresponding systems rea
in experiments or in nature, and this gap is too large to
eliminated by increases in computing power@15#. In con-
trast, the number of particles within the interior of a small
bubble is comparable to the number of simulation partic
that can be handled with current computational facilities.

For example, a typical SL bubble driven at 30 kHz has
ambient radius of 6mm and contains 2.2531010 particles.
At the extreme, SL bubbles containing on the order of s
eral million particles have been observed in systems dri
at megahertz frequencies@16#. This compares well with
simulations, where we have been able to compute the
dynamics of a 106 particle bubble collapse using a run tim
of a few days on a single processor workstation-grade c
puter. Parallel processing simulations would make 103106

to 1003106 particle simulations feasible. As the number
simulation particles reaches that in real systems, the rem
ing computer power can be used to add in more comp
atomic physics, and thus allow more detailed study of
processes involved.

We note that an interesting and related molecular dyn
ics simulation of a~planar! piston driven shock wave in a
hard sphere gas has been carried out recently in Ref.@17# and
contrasted with the direct simulation Monte Carlo metho
Also, since the completion of this paper@18#, it has come to
our attention that a molecular dynamics modeling of sono
03631
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minescence, including multiple species, asymmetric bubb
and chemical reaction, has also been carried out in R
@19,20#. In Ref. @19# the evolution of an argon gas bubble
considered. The interior of the bubble is simulated accord
to a molecular dynamics model. The bubble wall dynam
follows the Rayleigh-Plesset equation so that the gas
liquid dynamics are coupled by the pressure at the bub
wall. The boundary between the gas and the liquid is
sumed to give energy conserving specular collisions. T
authors conclude in Ref.@19# that ‘‘the MD simulations pre-
dict steep compression waves and also shock waves in
lapsing bubbles as do comparable continuum approaches
key difference between these simulations and our own is
Refs. @19,20# simulate typical (1010 particle! bubbles using
hard sphere particles which each represent tens~or hundreds!
of thousands of atoms. Particle dynamics must therefore
modeled using scaled atomic properties. However, the si
lations described in this paper use the standard atomic p
erties~including a dependence of particle radius on relat
collision speed!. The bubbles studied here are therefo
smaller than the ‘‘standard’’ SL bubbles but in fact are co
parable in size to SL bubbles that form at 10 MHz@16#.
Despite these fundamental differences, the temperature
files found in Ref.@19# are in qualitative agreement with ou
own adiabatic argon simulations in Sec. IV C. Both pred
rather sharply profiled temperatures, especially near the l
emitting hot spot~in contrast with recent uniform bubbl
theories—see Sec. I D!. Quantitatively, it is more difficult to
make comparisons as the simulations in Ref.@19# do not
consider ionization and so naturally obtain temperatures
excess of our own.

D. Predictive modeling goals and preliminary results

The overall goal of the MD modeling is to generate
better understanding of the processes that result in en
focusing during SL. This is to be accomplished through
dual approach of model prediction and model validation:
use the model to illustrate the phenomena that canno
experimentally observed during the collapse, and also
make predictions that can be experimentally validated.

The basic experimental unknown in SL is the degree
energy focusing that is achieved inside of the bubble.
example, the spectral density of light from helium bubbles
water is still increasing at wavelengths as short as 200
~energy exceeding 6 eV!, where the extinction coefficient o
water cuts off the measurement@6#. Related to the question
of energy focusing are the detailed questions of whet
there is shock formation within the bubble, whether there
plasma formation, and what peak temperatures are achie
during the collapse. For example, the most extreme theo
ical estimates suggest that the interior may reach temp
tures sufficient to induce deuterium-tritium fusion@21#. Over
the range of parameter space studied, shock formation
strong ionization appear to be typical, and thelowestpeak
temperatures found in our simulations are about 40 000
with the highest approaching 500 000 K. Our findings a
indicate that boundary conditions strongly affect the inter
motion. With a low, fixed temperature~i.e., heat bath! con-
0-2
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dition the peak temperatures and internal gradients are hi
than for adiabatic motion.

The nonintuitive effect, whereby a heat bath leads
greater energy focusing~i.e., higher peak temperatures! pro-
vides an explanation of a key experimentally establish
paradox. Although helium and xenon have strongly differ
physical properties~e.g., speed of sound and ionization p
tential!, their measured light emission is similar@22#. In fact,
the speed of sound in helium is so high as to preclude
formation of a shock wave in a collapsing bubblein the
adiabatic approximation. The low speed of sound in xeno
facilitates the formation of an imploding shock wave. Wh
the heat bath boundary condition is imposed on the
bubble, the smooth response to adiabatic forcing is repla
by a sharply focused profile that is similar in structure to
xenon bubble.

This is an appropriate point to comment on the exist
theories of sonoluminescence. All of these theories~e.g.,
Refs. @5,7,14#! interpret the light emission as being due
thermal bremsstrahlung from a transparent plasma. Th
views are confounded by the observation that SL is in m
cases accurately matched by a blackbody spectrum, w
implies an opaque emitter@23#. Whether extensions of th
simulation to include photon-matter interactions will sh
light on this key issue remains an open challenge. Anot
shortcoming of the weak ionization theory of SL is that X
should emit 1000 times more strongly than He. This facto
1000 contrasts strongly with the experimentally observ
factor of about 4@22,24#. The reason for this theoretical dis
crepancy is the difference in ionization potentials whi
leads to an exponentially suppressed response from He.
interesting to note that our MD model with heat bath boun
ary conditions leads to a spiked behavior for helium conta
ing bubbles. In this limit the peak ionization in the heliu
bubble is not weak but about 1/5 of that of the xenon bubb

We also find that in the process of forming these ste
profiles the gas passes through states where the mean
path is greater than the characteristic distance over which
temperature varies. See Sec. IV B. This is the regime
which the validity of the continuum approach can
doubted.

A key experimental observable in SL is the duration of t
light flash, or ‘‘flash width’’ @4#, because knowledge of thi
puts constraints on the underlying mechanism of light em
sion. This can be used as a validation point for any mode
theory. For example, volume radiation from a plasma w
yield a different flash width than surface radiation from
blackbody. Since our simulations do not include fundamen
radiative mechanisms such as atomic excitation or char
particle acceleration, our current MD model cannot direc
determine the light emitting mechanism or the flash wid
However, a prediction about the flash width can be obtai
from our calculation of the peak temperature as a function
time, assuming the light emission occurs while the peak te
perature is high. See Ref.@12# for a variety of continuum
calculations for the width of the temperature peak in arg
bubbles. Our molecular dynamics simulations for mu
smaller helium bubbles show that simple adiabatic comp
sion does not produce a sharp temperature spike in time
03631
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the thermal boundary condition causes a spike with a du
tion that scales with the ambient bubble radius. This res
suggests that the flash width may scale with the amb
bubble radius. If valid, this scaling suggests that at h
acoustic frequencies (;10 MHz) @16# the duration of a SL
flash could be about equal to or less than 1 ps.

E. Outline of the paper

The outline of the paper is as follows. Sec. II describ
the model for the bubble collapse in detail. Section III ou
lines the principle algorithms used to evolve the hard sph
system. Section IV provides detailed results from our M
simulations. Finally, Sec. V contains a summary of our o
servations, and lists interesting future areas of investiga
suggested by our molecular dynamics modeling of sonolu
nescence.

II. MODELING SONOLUMINESCENCE BUBBLES

In this section, we present our molecular dynamics mo
for SL bubbles. The overall strategy is to model the syst
as a spherical piston that compresses a gas of hard sph
with energy deducted from the system for ionization eve
at higher temperatures. The details and motivations for
are given in the following subsections.

A. Model parameters

We want to focus on the simulation of single bubb
sonoluminescence, so that results can be compared to
best studied experimental SL systems. Such bubbles rem
spherical during their collapse@25#, and their behavior is
parametrized by their ambient radius~the radius they have
when at rest at the ambient pressure! and their maximum
radius ~the radius they attain when maximally expanded
the low pressure point of the applied sound field!.

We cannot directly simulate all such SL bubbles, sin
they may contain several orders of magnitude more gas
ticles than our computational budget can accommod
Typically, we can afford to do a calculation with some give
number of simulation particles,N, and the question become
how large of a bubble can we directly simulate. The ambi
radius,R0, is related to the number of gas particles,N, by the
ideal gas equation of state

P0S 4

3
pR0

3D5kT0N,

whereT05300 K andP051 atm are the ambient tempera
ture and the pressure, andk is the Boltzmann’s constant
Thus we see that the fewer the simulation particles we u
the smaller the ambient size of the bubble being simulat

Once the ambient size is determined by our simulat
budget, we are free to choose any maximum radius. For
perimentally relevant simulations, the maximum radiusRm is
chosen to yield the same ratio ofRm /R0 @;10# for the MD
simulation as is seen in experimental SL bubbles. This
natural because this ratio is a measure of the available en
stored in the expansion, since the stored energy/particle
0-3
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RUUTH, PUTTERMAN, AND MERRIMAN PHYSICAL REVIEW E66, 036310 ~2002!
to the work done by expanding to the maximum volumeVm
against the applied pressureP0 is

P0Vm

N
5kT0

Rm
3

R0
3

.

B. Bubble collapse

Since the bubble remains spherical during collapse,
boundary dynamics are described entirely by the radius
function of time,R(t). We are concerned with energy focu
ing processes and gas dynamics inside the bubble, and in
spirit we will takeR(t) as being known. A convenient mode
of the spherical piston that captures some qualitative feat
of the supersonic collapse is provided by Rayleigh’s equa
@5#

RR̈1
3

2
Ṙ25@Pg~R!2P0#/r, ~1!

with a van der Waals hard core equation of state

Pg~R!5
P0R0

3g

~R32a3!g
, ~2!

g55/3, wherea is the radius of the gas in the bubble wh
compressed to its van der Waals hard core (R0 /a510.1,
9.15, 7.84 for He, Ar, Xe!, r is the density of the surround
ing fluid, and the initial condition for the solution to Eq.~1!

is thatṘ50 whenR5Rm . We emphasize that the derivatio
of Eqs. ~1! and ~2! applies only for small Mach numbe
motion and thus they are invalid as a fundamental theory
SL @22#. However, in our initial attempt to simulate SL wit
molecular dynamics, we are interested in possible focus
processes within the bubble and use of Eqs.~1! and~2! as a
launch condition appears appropriate since the resultingR(t)
reasonably approximates the gross bubble pulsation@5#.

Consistent with this approximation, viscous damping a
acoustic radiation have also been neglected. At the next l
of simulation one should include a self-consistently det
mined boundary condition on pressure at the bubble’s w
In this way, energy loss due to acoustic radiation is prope
accounted for.

As a point of comparison, it is worth noting that th
adiabatic equations of state for the van der Waals pres
Pg(•) and the computedequilibrium hard sphere pressur
Phs(•) ~the equilibrium pressure as a function of radius
the radius is decreasedslowly on the hard spheres with n
heat conduction! agree very well, except at bubble radii ne
the hard core, as plotted in Fig. 1 for helium~with the other
noble gases also in good agreement, except near the
core!. At small radii, the van der Waals pressure diverges
R tends toa and thePhs(•) diverges asR tends to

ahs[S N

0.63D
1/3s

2
,
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which is the minimum radius for random close
packing@26#.

C. Gas dynamics

It has been observed that for SL in water, the bubble m
contain sufficient amount of a noble gas. Thus in ma
single bubble SL experiments, the water is first degasse
remove atmospheric gases, and then resaturated with a n
gas to produce pure noble gas bubbles. We will focus our
dynamic model on this system, since it is a frequent exp
mental model and also because it allows the simplest
lecular gas dynamics models. Because the gas is nobl
consists of isolated atoms that do not engage in chem
reactions. Thus we can model it with simple gas partic
that have no rotational or internal vibrational degrees of fr
dom, and which do not engage in any chemical reacti
with the water walls of the bubble, even at elevated tempe
tures.

Molecular dynamics simulations for such simple gas p
ticles fall into two broad categories, defined by the way th
treat interatomic forces. The forces can either be given b
potential that varies continuously with radius from the ato
center~‘‘soft sphere’’!, or by a potential that is a step func
tion of radius~‘‘hard sphere’’!. The latter particles behav
simply like billiard balls. While the continuous potential a
more physically realistic, they are also much more costly
compute with. This is because numerical time integrat
methods must be used to compute the particle motion
response to the continuously varying forces, and the t
step must be small enough to accurately resolve all part
trajectories in the system. Thus the motion of a few f
moving particles will force the use of a small, costly tim
step for all particles in the system. In contrast, step potent
do not experience this problem because they evolve in t
by a series of discrete collision events. No explicit numeri
integration is needed since impulsive collisions are carr
out only when atoms interact, and between collisions e
atom follows an independent linear trajectory. Thus ea
atom effectively uses its own optimally large time step,

FIG. 1. Plots of the adiabatic equations of state for the van
Waals pressurePg and the computed hard sphere pressurePhs for
helium, using the natural logarithm.
0-4
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stead of an excessively small step imposed by the the fa
particles in the system. Moreover, there is no numerical
tegration error because trajectories are evaluated to w
the roundoff error of the machine@15#.

Because of this difference in computational cost, it is d
sirable to use the hard sphere model if it can capture
physics of interest. In our case, we want to get accurate
dynamics at mid to high energies for fairly large numbers
particles. Whether hard spheres are sufficient to model
regime in an SL bubble is an empirical question, but su
models have been shown to yield accurate predictions
noble gas viscosity from room temperature up to the
ionization temperatures@27#. We take this to be a reasonab
validation that a hard sphere gas provides a good mode
the gas dynamics encountered during bubble collapse
least up to ionization temperatures. Near that point and
yond, it also seems reasonable that a hard sphere mode
plies, since the softer parts of the potential are all the m
insignificant for high-energy collisions.

The dynamics of a hard sphere system involve proces
impulsive collisions at the collision times. To illustrate, co
sider two particles separated by a relative positionr and
having a relative velocityv. These particles collide if thei
separation equals the atomic diameters at some timet in
the future. If such a collision occurs, thent is the smaller
positive solution of

ur1vtu5s,

which has a solution

t52
1

v•v
@r•v1A~r•v!22v•v~r•r2s2!#.

Collisions are carried out impulsively so that the change
velocities preserves energy and momentum. Specifically,

Dv152Dv252
~r c•v!r c

s2
,

whereDv1 is the change in velocity of the first particle,Dv2
is the change in velocity of the second particle, andr c is the
relative position at the time of collision.

Extensions to step potentials that consist of a hard re
sive core surrounded by an attractive well are also poss
see Ref.@15# for details.

D. Bubble wall boundary conditions

When a gas particle hits the bubble wall, it might simp
be directed back into the interior by a strong collision with
liquid molecule, or it may penetrate into the liquid, underg
ing multiple thermalizing collisions. In the latter case, a
suming the liquid is already saturated with gas atoms,
thermalized atom~or an equivalent one from the saturat
liquid reservoir! will ultimately random walk its way back
into the bubble interior.

For our MD model, we will idealize these two modes
boundary interaction either as energy conservingspecular
collisions or asheat bathboundary conditions.
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For the case of specular collisions, particles reflect fr
the boundary with a speed equal to the collision speed in
local rest frame of the wall. The direction of propagation
determined according to the law of reflection, where t
angle of incidence equals the angle of reflection with resp
to the local normal to the bubble surface.

For heat bath boundary conditions, when a particle h
the boundary it is assigned a thermal velocity at the amb
liquid temperatureT0, and the direction of propagation bac
into the interior is chosen according to a suitable angu
distribution. We ignore the small time lag that might ex
between exit and reentry for the thermalized gas particle

For the angular distribution, we use thecosine distribu-
tion, where the angle of reflectionu is assigned randomly
according to a probability density function,

f ~u!5H ~1/2!cosu for 2p/2<u<p/2,

0 otherwise.

We have also tried a uniform distribution in angle in selec
test cases. This did not significantly change the simulat
results.~Nonetheless, we note that there may exist situati
where results differ qualitatively since a uniform distributio
has a greater tendency to cause reflected particles to buil
near the wall.!

In reality, we expect that the physical boundary will ha
some characteristics of both models. By investigating th
extreme cases1 we hope to see the full range of effects th
boundary conditions can have on the bubble dynamics.

E. Initialization

Initially the bubble is at its maximum radius, (R5Rm),
and particles are moving in uniformly distributed rando
directions, with the same thermal speedv th(Ti)5A3Tik/m,
whereTi is the initial temperature andm is the mass of the
particle. Randomization of speeds is not necessary, since
particles rapidly thermalize their energies in any case.

As mentioned above, the MD simulation will be applie
separately to heat bath and specular reflection boundary
ditions. Emphasis is placed on the motion for those tim
when the radius is less than its ambient value. This is
interesting, or fast, portion of the cycle where use of mole
lar dynamics is indicated. Since motion for radii larger th
ambient is slow, thermal conduction to the surrounding flu
will lead to a constant temperature during this part of t
cycle @28# and it is therefore appropriate to require that te
perature agrees with its ambient value whenR passes
through its ambient value.

For calculations that begin at the maximum radius, t
fact is automatically included in calculations that empl
heat bath boundary conditions. The specular condition, h
ever, generates unphysically large temperatures when
bubble collapses to its ambient size, due to adiabatic hea

1They are extreme in the sense that specular collisions do
transfer any thermal energy out of the bubble, while heat bath c
ditions give the maximal thermal energy transfer.
0-5
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In order to achieve the ambient temperatureT0 at the ambi-
ent radiusR0, the initial temperature must be scaled down
Ti5T0 /(Rm /R0)25T0/100. The factor of (R0 /Rm)2 ap-
proximately cancels the adiabatic heating~since TR2

5const in ag55/3 ideal gas at constant entropy! during the
initial, slow portion of the collapse. Note that this scaling c
be viewed as a simple way to roughly account for the h
transfer from the gas into the liquid during the slow porti
of the collapse. Another alternative would be to use heat b
boundary conditions during the slow part of the collap
While we have not examined this possibility in detail, w
have found that when applied to helium bubbles this alter
tive gives ambient temperature profiles that are within 20
of our adiabatic model.

F. Hard sphere properties

The basic properties associated with the hard sph
model are the gas particle mass and diameter. The ma
simply taken to be the mass of the noble gas atom be
simulated, see Table I. The choice of a proper hard sph
diameter is a much more difficult question. The diame
should represent the statistical average distance of appr
of the particles during collisions, and thus in general
should depend on the collision energy.

In our most basic model we will neglect this temperatu
dependence and choose particle diameters that have bee
rived from the kinetic theory for the viscosity of a gas
room temperature@29–31#. To produce a more realisti
model for higher temperature regimes of interest in SL,
hard sphere diameter should depend on the relative velo
of the colliding particles. A variety of models have be
proposed to take this effect into account@27#. These include
the variable hard sphere~VHS! model@32#, the variable soft
sphere~VSS! model@33,34#, and the generalized hard sphe
~GHS! model @35#, which is an extension of the VHS an
VSS models. In this paper, we are mainly interested in c
trasting how variable and constant hard sphere diameter
fect our simulations, so the recent VSS model is chosen
its combination of simplicity and calibrated accuracy. In fa
we find that the VSS model and constant diameter mod
often produce quantitatively similar results, see Sec. IV
details.

The viscosity based diameter of a VSS particle is

s5S 5~a11!~a12!~m/p!1/2~kTre f!
v

16aG~9/22v!m re fEt
v21/2 D 1/2

, ~3!

wherek is the Boltzmann’s constant,m is the mass of the
particle,v is the dimensionless viscosity index, anda is a
dimensionless constant for each gas. The constantm re f rep-

TABLE I. Hard sphere diameters and masses.

Gas Mass~g/mol! Diameter (Å)

He 4.00 2.18
Ar 39.95 3.66
Xe 131.29 4.92
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resents the viscosity at the reference temperature (Tre f

5273 K) and pressure~1 atm!. Finally, Et5(1/2)mrcr
2 is the

asymptotic kinetic energy wheremr is the reduced mass,

mr5
mparticle1

mparticle2

mparticle1
1mparticle2

,

and cr is the relative velocity between the particles. Tab
lated values for these new parameters are provided in R
@27,36# and are summarized in Table II.

G. Ionization Effects

Near the minimum radius of the bubble, collisions m
become sufficiently energetic to ionize the gas atoms. Ion
tion exerts a very strong cooling effect on the gas, since
the order of 10 eV of thermal energy is removed from the g
by each ionization event. Indeed, if such energy losses
not included, xenon simulations can reach temperature
excess of 106 K, while the inclusion of ionization cooling
brings these peak temperatures down substantially~see Sec.
IV !. This clearly shows that some degree of ionization m
occur during collapse, and that its cooling effects must
included for proper prediction of peak temperatures. T
ions and free electrons produced by ionization will mo
according to Coulomb forces, but the need to incorpor
these effects is not as clear, and their inclusion is more
ficult and expensive due to the long range effects, so t
will not be included in this first treatment. We will only
consider the impact of ionization on energy accounting.

For the purpose of energy accounting, an ionization u
mately produces two losses: the energy of ionization is
immediately, and the emitted cold electron will quickly b
heated to thermal equilibrium with the gas through sub
quent electron-gas collisions, thus extracting an additio
one particle’s worth of thermal energy by the equipartition
energy.

For our model, whenever the collision energy exceeds
ionization potential we will simply assume that ionizatio
occurs with a probability of 1 and we deduct a suitab
amount of energy from the pair. We also keep track of h
many electrons each particle has lost, so that we can m
use of the appropriate next ionization energies and calcu
the local ionization levels. The direction of gas partic
propagation is updated exactly as without ionization, s
Sec. II C for details.

More precisely, if the kinetic energy~in the center of mass
frame! of two colliding particles is greater than the next io
ization energy of either of the pair~which may already be
ionized!, that particle loses an additional electron. We a

TABLE II. VSS molecular parameters.

Gas v m re f (N s m22) a

He 0.67 1.86531025 1.26
Ar 0.81 2.11731025 1.40
Xe 0.85 2.10731025 1.44
0-6
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count for the net energy loss by setting the kinetic energy
the pair to be

2

3 S E02x
E0

E D ,

whereE0 is the original kinetic energy of the particle,E is
the kinetic energy of both particles before the collision, a
x is the ionization potential of the minimally charged pa
ticle.

Note that the final kinetic energy of the pair is the initi
energy, minus the ionization energy, with an additional
deducted to represent the subsequent energy lost to the
izing the electron. This is not the only possible way to
clude this effect, and of course in reality this process
volves losses from other gas particles besides the collid
pair, but this approach is the simplest way to include
effect.

We also do not account for subsequent electron-ion
combination to neutral atoms, although this would be int
esting to include at the next level of description. In partic
lar, this could be an interesting source of radiation as the
spot decays.

For reference, the approximate ionization potentials u
for the three noble gases are provided in Table III.

III. ALGORITHM

Efficient algorithms are needed to evolve our hard sph
model for sonoluminescence since a naive coding is proh
tively slow for anything more than a few thousand particl
To achieve this goal, we modify and extend existing meth
@15# rather than develop new algorithms and codes fr
scratch. This section outlines the principal algorithms use
evolve our hard sphere system. Further details and b
codes are provided in Ref.@15#.

A. Cell subdivision

The hard sphere simulation proceeds according to a t
ordered sequence of collision events@15,39#. But clearly a
direct determination of the next event for a given particle
impractical in our large simulations becauseO(N) work is
requiredper particle to examine all possible collision par
ners, whereN is the total number of particles.

Fortunately, this work can be reduced to a constant in
pendent ofN by dividing the bubble into a number of cel
@15,39#. Since we want a relatively small number of particl
in each celland we want the number of cells to be comp

TABLE III. Ionization potential~MJ/mol!. Each entry represent
the energy required to ionize the indicated state.

Gas Ion

Neutral 11 21 31 41 51 61 71

He @37# 2.37 5.25
Ar @37# 1.52 2.67 3.93 5.77 7.24 8.78 12.0 13
Xe @37,38# 1.17 2.05 3.10 4.60 5.76 6.93 9.46 10
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rable to the number of particles in the simulation, the size
the cells must be reduced as the bubble collapses. We u
straightforward subdivision procedure to accomplish t
task. Initially, the bubble is subdivided into approximate
8N square, identical cells. Every time the bubble declines
a factor of two in diameter, cell size is reduced by a factor
two ~keeping in mind that we must stop the procedure on
the cell diameters reach the particle diameter!. Note that we
do not need to recompute which particle belongs to wh
cell after each collision. Instead, we introduce a cell cross
event and update a particle’s cell location only when
corresponding cell crossing event is processed~cf. Ref.
@15,39#!.

B. Event calendar

Because we require information on when particle co
sions, hard wall collisions, and cell crossings occur, so
sort of event calendaris needed. This calendar will stor
many future events. As collisions and cell crossings occ
newly predicted collisions and cell crossings must be ad
to the calendar and events that are no longer relevant mu
removed@15#.

Of course, it is essential that the calendar can be mana
efficiently both in terms of memory and CPU usage. To m
this requirement, we utilize the binary tree data struct
described in Refs.@15,40#. It is interesting that estimates o
the theoretical performance of the tree structure are poss
in a number of instances@41,15#. For example, if a tree is
constructed from a series of events that are randomly dis
uted, the average number of nodal tests to insert a new n
into the tree is 2 lnN. Also, the average number of cycles
delete a randomly selected node is a constant independe
N. It is worth noting that measurements have been perform
to confirm these results in actual MD simulations@40#. Our
sonoluminescence simulations spend most of the CPU t
on compressing the bubble from its maximum radius to
ambient radius. Since the bubble is fairly uniform in th
regime, the assumption of a random distribution of eve
seems plausible and we expect that this type of estimate
theoretical performance should hold.~However, near the
short-lived hot spot the behavior is far from equilibrium a
this assumption on randomness may be invalid.! A detailed
study of the theoretical performance of the tree structure
be the focus of subsequent work.

C. Average properties

We need to evaluate spatially dependent average pro
ties of the gas at various times. To minimize statistical flu
tuations, we assume that the results are radially symme
and average over shells that are~1/40!th of the bubble radius.
We calculate dimensionless values for density, temperat
velocity, and average charge as follows.

~1! The dimensionless density is given by the density
vided by the average ambient density.

~2! The dimensionless velocity is given by the veloci
divided by the ambient speed of soundAgkT0 /m, whereg
is the ratio of heat capacities andm is the mass of a single
particle.
0-7
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RUUTH, PUTTERMAN, AND MERRIMAN PHYSICAL REVIEW E66, 036310 ~2002!
~3! The dimensionless temperature is given by the te
perature divided by the ambient temperature,T0. Specifi-
cally,

T5
m

3NkT0
(

i

N

~v i
22vn

2!,

where the summation is over allN particles in the shell,v i is
the speed of thei th particle, andvn is the normal speed o
the gas in the shell.

~4! Ionization is simply the average charge per particle
~5! In each case we plot properties as a function o

dimensionless bubble radius,r, which equals the physica
radiusR(t) divided by a constant approximating the atom
diameter. For helium, this constant is chosen to be 2.1
~see Table I!. For argon and xenon these constants are cho
to be 4.11 Å and 5.65 Å, respectively.~These latter two
choices represent average VSS model values at 273 K
also approximate the values given in Table I.!

See Ref.@15# for further details on calculating equilibrium
and transport properties for hard sphere models.

IV. SIMULATION RESULTS

In this section we simulate the collapse of a sonolum
nescing bubble from its maximum radius to its hot spot. O
focus is on how boundary conditions affect the interior d
namics of the collapse. Results for helium, argon, and xe
are presented.

The section begins with a study of the collapse of 16

particle bubbles and concludes by addressing how sim
tions vary according to ambient bubble size.

A. Helium bubbles with specular BCs

We first consider evolving a bubble of 106 Helium atoms
using specular boundary conditions.

With the constant diameter modeland no ionizationthe
temperature and density increase uniformly as the bub
collapses to the minimum radius. After the minimum rad
is attained, the temperature increases towards the cent
the bubble and decreases at the expanding outer bounda
the bubble, with a peak temperature of about 80 000
reached at the center.~At these temperatures, it is clear th
ionization events will occur; so the remainder of our simu
tions consider ionization.! See Fig. 2 for plots of the density
temperature, and velocity as a function of distance from
center of the bubble at various bubble radii.

With theconstant diameter modelandionizationwe again
find that the temperature and density increase uniformly
the bubble collapses to the minimum radius. However, a
the minimum radius is attained, ionization causes the te
perature to decrease across the entire bubble rather than
at the boundary of the bubble~although cooling occurs mos
rapidly at the bubble boundary!. A peak temperature of abou
40 000 K is attained at the minimum radius. It is particula
worth noting that recorded properties are nearly cons
throughout the bubble when the peak temperature occu
see Fig. 3.
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Changing to the VSSdiameter modelgives very similar
results, except now ionization occurs less frequently beca
the effective size of the particles is smaller. Because l
ionization occurs, the temperature continues to increase f
short while after the minimum bubble radius is attaine
leading to a peak temperature of about 45 000 K, see Fi
for details.

FIG. 2. The helium bubble with specular BCs, constant diame
particles, and no ionization. ‘‘min’’ gives properties at the minimu
radiusRmin599.4. ‘‘hot’’ gives properties at the peak temperatur
In this simulation, the peak temperature occurs soon after the m
mum radius is attained and corresponds to a radius of 107.7. ‘‘in
gives properties at an intermediate time. HereRinter5101.0.

FIG. 3. The helium bubble with specular BCs, constant diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin599.4. ‘‘before’’ and ‘‘after’’ give properties at times
before and after the minimum radius is attained. In this simulati
‘‘before’’ and ‘‘after’’ correspond to radii of 117.2 and 107.7, re
spectively. We also note that the peak temperature approxima
coincides with the minimum radius in this example.
0-8
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MOLECULAR DYNAMICS SIMULATION OF THE . . . PHYSICAL REVIEW E 66, 036310 ~2002!
B. Helium bubbles with heat bath BCs

Our next set of simulations evolve a bubble of 106 Helium
atoms using heat bath boundary conditions~BCs! and ioniza-
tion.

With the constant diameter modelthe density increase
dramatically at the edge of the bubble as the minimum rad
is attained. Temperature and velocity are also much m
profiled than for specular boundary conditions, with pea
occurring about 25% of the way from the boundary of t
bubble to the center. No ionization has occurred at the m
mum radius. For a short time after the minimum radius
attained,2 the peak temperature of the bubble continues
increase~to a maximum of 95 000 K!, and temperature an
density profiles become even more pronounced—see Fi
At first sight, it is counterintuitive that heat bath boundar
create conditions whereby the cooling from the bound
leads to greater energy focusing and higher peak temp
tures. Perhaps cooling lowers the speed of sound and
hances the nonlinear response to the high speedṘ of col-
lapse.

It is particularly interesting that in the process of formin
these steep profiles the gas passes through states whe
mean free path is greater than the characteristic distance
which the temperature varies, see Fig. 6. This is the reg
in which the validity of the continuum approach can
doubted.

Changing to the VSSdiameter modelgives very similar
results, except now ionization occurs less frequently beca

2Note that a vacuum forms at the bubble wall after the minim
radius is attained. This is simply an artifact of using Eq.~1! as the
forcing equation forR(t).

FIG. 4. The helium bubble with specular BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin599.4. ‘‘hot’’ gives properties at the peak temperatu
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 107.5. ‘‘befo
gives properties before the minimum radius is attained. H
Rbe f ore5117.4.
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the effective size of the particles is smaller, see Fig. 7
details.

C. Argon and xenon bubbles with specular BCs

Our next set of simulations evolve 106 particle argon and
xenon bubbles using specular boundary conditions and
ization.

We start by considering an argon bubble with the V
diameter model. Because the speed of sound is slower
argon than in helium we expect argon simulations to exh
much sharper profiles than helium. This is indeed the ca
Moreover, our simulation results are surprisingly similar
those for helium withheat bath boundaries. Density in-
creases at the edge of the bubble as the minimum radiu
attained. Temperature and velocity are sharply profiled, w

r

.
m
’’

e,

FIG. 5. The helium bubble with heat bath BCs, constant dia
eter particles, and ionization. ‘‘min’’ gives properties at the min
mum radiusRmin599.4. ‘‘hot’’ gives properties at the peak tem
perature. In this simulation, the peak temperature occurs soon
the minimum radius is attained and corresponds to a radius
117.2. ‘‘inter’’ gives properties at an intermediate time. He
Rinter5114.8.

FIG. 6. A plot of mean free path/atomic diameter~solid line!
and temperature~dashed line! at Rinter5114.8 for the helium
bubble with heat bath BCs, constant diameter particles, and ion
tion.
0-9
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RUUTH, PUTTERMAN, AND MERRIMAN PHYSICAL REVIEW E66, 036310 ~2002!
peaks occurring closer to the boundary of the bubble tha
its center. Also, for a short time after the minimum radius
attained, the peak temperature of the bubble continue
increase rapidly~to a maximum of 100 000 K!, and tempera-
ture and density profiles become even more pronounce
see Fig. 8.

Constant diameter hard sphere simulations of argon
also possible. These simulations are unique3 in that the hot
spot occurs before the minimum radius value of 58.2—
Fig. 9. As expected, this simulation gives sharper profi
than the corresponding model for helium. However, since
minimum radius is close to the minimum radius allowed
the packing of the hard spheres, the results are much m
uniform than those derived using the VSS model for arg
Also note that as a result of the collapse of the bubble,
ergy stored at the maximum radius is converted into heat
ionization, and kinetic energy of the local center of ma
From Fig. 9 one can estimate these quantities. The ave
temperature of the atoms is 30 000 K, which is a therm
energy of about 3.75 eV/atom. As half the atoms are ioniz
the ionization energy is about 8 eV/atom. Since electr
have about the same thermal energy as the ions, their en
is about 2 eV/atom. Taken together, these channels ad
about 21 eV/atom, which is less than the 25 eV/atom av
able in the initial state but the difference is within the acc
racy of the energy estimates. For helium at the hot spot,
energy of the hard sphere~plus ionization! is substantially
less than the energy stored atRm . This can be attributed to
the fact thatahs /a'0.60. For argon, almost all the store
energy ends up in the hard sphere gas sinceahs is much

3This behavior may be related to the consistency of the minim
bubble radius and the hard sphere radius. See the case of x
below.

FIG. 7. The helium bubble with heat bath BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin599.4. ‘‘hot’’ gives properties at the peak temperatu
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 123. ‘‘inter’’ gi
properties at an intermediate time. HereRinter5117.2.
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closer to a; ahs /a'0.91. In all cases, the inclusion of
self-consistent boundary condition for the pressure will
count for energy losses~e.g., radiation damping! that are
only approximated by the model of Rayleigh’s equation th
was employed here. In those cases where strong energ
cusing occurs in the interior of the collapsing bubble, t
effects of a more precise boundary condition on the press
will most likely be small. For~almost! uniform interiors
~e.g., He with specular conditions! the effects of the self-
consistent pressure could yield substantial corrections to
acoustic radiation damping. As we have seen, the m

on

FIG. 8. The argon bubble with specular BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin558.2. ‘‘hot’’ gives properties at the peak temperatur
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 76.2. ‘‘inter’’ gi
properties at an intermediate time. HereRinter572.0.

FIG. 9. The argon bubble with specular BCs, constant diam
particles, and ionization. ‘‘hot’’ gives properties at the peak te
perature. In this simulation, the peak temperature occurs just be
the minimum radius~of 58.2! is attained and corresponds to a radi
of 60.3. ‘‘first’’ and ‘‘second’’ give properties before the peak tem
perature is attained. Here,Rf irst577.6 andRsecond564.9.
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MOLECULAR DYNAMICS SIMULATION OF THE . . . PHYSICAL REVIEW E 66, 036310 ~2002!
physical heat bath boundary conditions lead to energy
cused states~even for He! and so the need to introduce th
self-consistent pressure is not mandated by the physical c
parisons to sonoluminescence considered here.

Simulations for xenon bubbles with the VSSdiameter
modelwere also carried out. Because the speed of soun
slower in xenon than in argon, we expect xenon simulati
to exhibit even sharper profiles than argon. Indeed, this is
case and temperatures of up to 300 000 K were obta
despite the occurrence of multiple ionization~exceeding 4
per particle at the center!—see Fig. 10.

A proviso for the xenon data is that these calculations b
down before the minimum radius is attained when the c
stant diameter model is used, whereas the helium data
hardly affected by this modification. The explanation lies
the consistency of the minimum bubble radius (;a) and the
hard sphere radius for xenon. Specifically, the minimum
dius of the bubble wall is less than the minimum rad
allowed by the packing of hard spheres. However, xen
simulations carried out using the VSS model are relativ
insensitive to changes ina. For example, increasinga by
30% changes the peak temperature by about 35%,
leaves the qualitative features invariant. Note that in t
case,ahs,a as with helium simulations.

D. Argon and xenon bubbles with heat bath BCs

We now consider the evolution of 106 particle argon and
xenon bubbles using heat bath boundary conditions and
ization.

Applying the VSSdiameter modelto an argon bubble
gives results that have the same qualitative features as
corresponding helium simulation, except that all propert
are much more sharply profiled. Indeed, temperatures o
to 300 000 K were obtained in this simulation showing~once
again! that heat bath boundaries create conditions wher

FIG. 10. The xenon bubble with specular BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin549.2. ‘‘hot’’ gives properties at the peak temperatu
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 66.7. ‘‘inter’’ gi
properties at an intermediate time. HereRinter562.2.
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the cooling from the boundary leads to greater energy foc
ing and higher peak temperatures than specular boun
conditions, see Fig. 11 for details.

Simulations for xenon bubbles with the VSSdiameter
modelwere also carried out. Because the speed of soun
slower in xenon than in argon, xenon simulations exhi
even sharper profiles than argon. Indeed, temperatures o
to 500 000 K were obtained, see Fig. 12 for details.

As discussed in the preceding section, the constant di
eter model for xenon is not able to compute down to
minimum radius since that radius is smaller than the m

r

.
m
s

FIG. 11. The argon bubble with heat bath BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin558.2. ‘‘hot’’ gives properties at the peak temperatur
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 73.2. ‘‘inter’’ gi
properties at an intermediate time. HereRinter568.1.

FIG. 12. The xenon bubble with heat bath BCs, VSS diame
particles, and ionization. ‘‘min’’ gives properties at the minimu
radiusRmin549.2. ‘‘hot’’ gives properties at the peak temperatur
In this simulation, the peak temperature occurs after the minim
radius is attained and corresponds to a radius of 60.8. ‘‘inter’’ gi
properties at an intermediate time. HereRinter563.7.
0-11



o

RUUTH, PUTTERMAN, AND MERRIMAN PHYSICAL REVIEW E66, 036310 ~2002!
FIG. 13. Helium peak bubble
temperature vs time with time50
marking the time corresponding t
the minimum radius.~a! Heat bath
boundary conditions.~b! Specular
boundary conditions.
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mum packing radius of the hard sphere gas. However, ar
calculations are possible. These simulations are qualitati
similar to the constant diameter model for helium, but p
duce a more highly ionized gas~reaching an average charg
of 16 per particle near the center! and much higher tempera
tures ~up to 1.53106 K) than any other simulations tha
were considered. Because such extreme values arise, it s
likely that the constant diameter model for argon also ex
riences a significant consistency problem near the minim
radius.

E. Flash widths

An important experimental measurement for SL bubb
is the flash width, i.e., the duration of the light emissio
because this constrains the possible light emission me
nisms and thus provides a point of validation for any p
posed model or theory. Since our simulations do not inclu
the fundamental atomic excitation or charge acceleration
fects responsible for radiation, the current model does
directly yield a flash width.

However, an estimated flash width can be obtained fr
the computed temperature as a function of time. If we
sume that whatever process is responsible for the light e
sion is strongly dependent on the current temperature,
that it does not appreciably alter the gross gas dynamics
flash width at a particular color is simply the length of tim
which the temperature exceeds the appropriate turn
threshold. In this case, the peak temperature as a functio
time is our key diagnostic quantity.

Our simulations~Fig. 13! show that emission from an
adiabatic compression lacks a strong, sharp temperate s
in time, and thus the associated flash from this model wo
be longer and would comprise lower energy photons. In c
trast, the heat bath boundary conditions yield sharp trans
spike in temperature, and thus this model predicts a m
shorter flash which comprises higher energy photons. In b
cases it appears that the width of the spike roughly dou
as the number of particles in the bubble increases by fac
of 10, from N5104 to N5106. Since each factor of 8 in
particle number corresponds to a doubling of the amb
bubble radiusR0, this amounts to essentially a predicted li
ear scaling between flash width and ambient bubble rad

In both plots, the curves forN5105 andN5104 particles
were derived by averaging over 10 and 20 simulations,
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spectively, in order to keep statistical fluctuations to an
ceptable level. TheN5106 simulation required just a single
simulation for robust statistics.

V. SUMMARY AND FUTURE WORK

Sonoluminescence is well suited to investigation by m
lecular dynamics because the range of densities and
scales is large, yet the number of particles involved is re
tively small. Because this phenomenon still poses exp
mentally difficult, unsolved questions regarding its mech
nism and ultimate energy focusing energy potential, we f
it is an excellent subject for much more detailed MD inve
tigations than the initial effort we have presented here.

In this paper, we introduced a preliminary model for t
interior dynamics of single noble gas bubble sonolumin
cence, as a hard sphere gas driven by a spherical piston
trolled by the Rayleigh-Plesset equation. Energy losses
to ionization were also accounted for using a simplifi
model. We considered both constant and variable radius h
sphere models, and these lead to quantitatively similar
sults. Fast, tree-based algorithms allowed us to evolve6

particle systems through the entire collapse process. Our
culations indicate that extreme energy focusing occurs wit
the bubble, which in some cases is driven by a shock
compression in the gas. Peak temperatures range from 40
K for He to 500 000 K for Xe. These are accompanied
high levels of ionization during the final collapse, and fo
mation of a transient, high-density plasma state seems q
likely.

The imposition of a thermal boundary condition at t
wall of the bubble leads to greatly increased energy focus
and nonuniformity within a collapsing bubble. In any cas
the predicted flash width scales roughly linearly with t
ambient bubble radius.

There are a variety of interesting directions for future
search in this problem. For example, our simulations sim
treat the bubble wall as a piston moving in with a prescrib
velocity. A natural improvement would be to couple the i
ternal molecular dynamics to the wall velocity to obtain
self-consistent bubble motion and internal dynamics. T
could be done by coupling to Euler or Navier-Stokes mod
for the surrounding fluid. This may be particularly importa
for accurately computing the dynamics through the point
0-12



e
u

do
u
on
a

re

i
n

ly
a
t

te

th
ol
a
s
th

si
ra
co
,

tin
le

, a
te
a

ed

ci

-
nt
on

ld
ls
in
a
n
a
tic
n

ttle
fs.

his
d
on
er,
w
th
the

tial
ex-

are
ion.

t to

rly
as

o-
er-
00

re
ns
de-

mo-
ot,
re-

ne
to
ius
nd
D

for
by
lly

MOLECULAR DYNAMICS SIMULATION OF THE . . . PHYSICAL REVIEW E 66, 036310 ~2002!
minimum radius. In our present model there may be ov
compression of the gas in some simulations as the minim
radius is approached, since the prescribed piston motion
not respond to the rapid increase in the internal gas press
Conversely, when the piston retracts after this point, a n
physical gap often develops between the bubble bound
and the outer extent of the gas, which may undercomp
the gas.

Another important area for future research is adding
water vapor into the bubble interior. This provides a pote
tially important cooling mechanism, which may strong
modulate the light emission and energy focusing, and m
explain the strong ambient temperature dependence of
emitted light intensity. Moreover, it is possible that the wa
could be directly involved in the light emission~cf. Refs.
@22,14,42#!. We have done preliminary investigations wi
water vapor, by allowing water to exit the bubble upon c
lision with the bubble wall. This preliminary model caused
rapid expulsion of all water vapor from the bubble, sugge
ing that water evaporation from the bubble surface into
interior should also be included.

Other bubble collapse geometries could also be con
ered, and these may have different energy focusing cha
teristics. For example, one could consider a nonspherical
lapse, hemispherical bubbles collapsing on a solid surface
consider collapse geometries appropriate for bubble jet
scenarios. Similarly, one could see if special collapse profi
can be used to reach much higher internal temperatures
otherwise explore the extremes of the energy focusing po
tial. Perhaps a mode could even be found in which sm
amounts of deuterium-deuterium fusion could be induc
assuming there is deuterium gas in the bubble as well.

Including additional atomic physics such as atomic ex
tation, rotational and vibrational degrees of freedom~needed
for non-noble gases or water vapor!, and electron-ion recom
bination would all allow for more accurate energy accou
ing, and may also be directly related to light emissi
mechanisms.

Another major direction would be to include electric fie
effects into the the simulation. Algorithms for such mode
must treat long range electrostatic interactions to avoid
curring serious errors. They must also be able to evalu
long range forces efficiently since calculating interactio
pairwise becomes expensive for more than a few thous
particles. For these reasons, multipole methods are par
larly attractive—they use a hierarchy of spatial subdivisio
.

.R
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and a multipole expansion to evaluate interactions with li
more than linear effort in the number of particles. See Re
@43,44# for details and see also Ref.@15# for further refer-
ences on methods for evaluating long range forces. T
would potentially allow direct simulation of the ions an
electrons produced, which may have an important effect
the dynamics when significant ionization occurs. Moreov
by including atomic excitation, this approach would allo
for direct simulation of the light emitting processes. Wi
these effects included, an extremely detailed picture of
SL phenomena could be laid out.

Of course, larger scale, parallel simulations are essen
to actually achieve direct comparisons with present SL
periments. Because the simple hard sphere interactions
quite local, the system should be amenable to parallelizat
We expect that the cost~in collision count! for a hard sphere
MD simulation scales roughly likeN4/3, whereN is the num-
ber of particles, since the collapse time from the ambien
the minimum radius scales linearly withR0 ~and so we con-
jecture that the collision rate also increases roughly linea
with the R0). Thus simulations using one hundred times
many particles~i.e., N5108) would require 500 times as
much computer time assuming near optimality in the alg
rithm. This is somewhat beyond the range of a single sup
computer CPU, but would become quite practical on a 1
node system of workstation-grade CPUs.

Finally, it would be of great interest to investigate whe
less costly continuum models and Monte Carlo simulatio
are appropriate for studying sonoluminescence and to
velop techniques for coupling these methods to detailed
lecular dynamics simulations near the light emitting hot sp
in order to produce more complete models with greater p
dictive validity.

There is also a great deal to explore experimentally. O
example relevant to our study is that it would be useful
measure flash width as a function of ambient bubble rad
~or, in practice, intensity and frequency of the driving sou
field!, for comparison with the scaling predictions of M
and other models.
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